


PROBLEM?



Humans are great liars but poor lie 

detectors.
(Ability of humans to detect deception without any special aids is around 54%¹)

V. Gupta, M. Agarwal, M. Arora, T. Chakraborty, R. Singh and M. Vatsa, "Bag-of-Lies: A Multimodal Dataset for Deception Detection," 2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition Workshops (CVPRW), Long Beach, CA, USA, 2019, pp. 83-90, doi: 

10.1109/CVPRW.2019.00016.





Polygraphs? 

NO.

but WHY?
• Requirement of specialized personnel

• Invasive by nature²

• Not Scalable (expensive and human presence required)

• Ethical Concerns

[2] Saxe, L., Dougherty, D., & Cross, T. (1985). The validity of polygraph testing: Scientific analysis and public controversy. American Psychologist, 40(3), 
355.
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Paper 1
Bag-of-Lies: A Multimodal Dataset 

for Deception Detection¹

[1] V. Gupta, M. Agarwal, M. Arora, T. Chakraborty, R. Singh and M. Vatsa, "Bag-of-Lies: A 

Multimodal Dataset for Deception Detection," 2019 IEEE/CVF Conference on Computer Vision 

and Pattern Recognition Workshops (CVPRW), Long Beach, CA, USA, 2019, pp. 83-90, doi: 

10.1109/CVPRW.2019.00016.

Methodology:

Observations:

Analysis:

Proposed a late fusion model combining predictions from 

individual models working on different modalities

• Limited set of features (e.g. only LBP for video)

• Weighted late fusion (11-fold cross validation)

• Gaze can be extracted from video

• Neural Networks can be tried for higher accuracy

Performance Metric:

Accuracy (all modalities): 66.17%



Paper 2
High-level Features for Multimodal 

Deception Detection in Videos²

[2] R. Rill-García, H. J. Escalante, L. Villaseñor-Pineda and V. Reyes-Meza, "High-Level Features 

for Multimodal Deception Detection in Videos," 2019 IEEE/CVF Conference on Computer Vision 

and Pattern Recognition Workshops (CVPRW), Long Beach, CA, USA, 2019, pp. 1565-1573, doi: 

10.1109/CVPRW.2019.00198.

Methodology:

Observations:

Analysis:

Studies different high-level features that can be extracted from 

video, audio, and text using open-source tool and their fusion 

techniques.

• Variable-length sequences can be converted to statistical 

embeddings

• OpenFace (library) can be used to extract more video features.

• Gaze is backed by research for deception detection. (>0.5AUC)

• Late fusion outperformed early fusion (0.05AUC)

• Hyperparameter tuning not done

Performance Metric:

AUC (all modalities): 67%



Paper 3
Lie Detection using Speech 

Processing Techniques³

[3] E. P. Fathima Bareeda, S. Mohan, and K. V. Ahammed Muneer, “Lie Detection using Speech 

Processing Techniques,” Journal of physics. Conference series, vol. 1921, no. 1, pp. 012028–

012028, May 2021, doi: https://doi.org/10.1088/1742-6596/1921/1/012028.

Methodology:

Observations:

Analysis:

Uses MFCC from speech signals and SVM classifier for lie 

detection in isolated speech utterances.

• Only MFCCs were extracted

• Small dataset (161) may limit model generalization.

• Dimensionality reduction can be done using PCA to avoid 

overfitting.

• More features could be extracted.

Performance Metric:

Accuracy (Audio): 81.48%



Paper 4
Multimodal Deception Detection 

Using Real-Life Trial Data⁴

[4] U. M. Sen, V. Perez-Rosas, B. Yanikoglu, M. Abouelenien, M. Burzo and R. Mihalcea, 

"Multimodal Deception Detection using Real-Life Trial Data," in IEEE Transactions on Affective 

Computing, vol. 13, no. 1, pp. 306-319, 2022. 

Methodology:

Observations:

Analysis:

Uses lingiustic, visual and acoustic features on real life deception 

detection by fusing the three modalities.

• Meant for High Stake deception detection

• Neural network worked the best with 8055 number of words.

• RF and SVM can be used for transcript classification.

• Unigrams can be extracted for transcript modality

Performance Metric:

Accuracy (all modalities): 84.18%



• Procured from IIIT-Delhi⁵

• Modalities - Video, EEG, Gaze, Audio

• Specialized equipment 

      (Emotiv EPOC+EEG,  Gazepoint GP3)

Dataset

[5] V. Gupta, M. Agarwal, M. Arora, T. Chakraborty, R. Singh and M. Vatsa, "Bag-of-Lies: A Multimodal Dataset for Deception Detection," 2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition 

Workshops (CVPRW), Long Beach, CA, USA, 2019, pp. 83-90, doi: 10.1109/CVPRW.2019.00016.
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Sample Images

Photo Masked
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Data Preprocessing



Transcripts

Original Dataframe

Preprocessed Dataframe

Original Number of Data points: 325

Number of Data Points after extracting Transcript

Whisper v3

Step 2: Creation of a Dataframe

Step 1: Extraction of Transcript from Audio

• Lowercasing

• Removing Punctuation

• Removing Stopwords

• Handling Special Characters

• Removing HTML Tags and URLs

Basic Preprocessing
Data Masked

Data Masked



Transcripts

Similarity Matrix

Step 3:  Make a Cosine similarity Matrix and Plot a 

histogram

Step 4:  Decide a Threshold 

according to the Histogram and 

filter the df

Final Filtered Dataframe shape: (205,1)



Transcripts

Bag of Words(BOW)

N-grams

Step 5:  Feature Extraction



Transcripts
Word2VecTF-IDF



Video



Video

Photo Masked



Other Features

478 Mediapipe Landmarks

Surprise Disgust

DeepLie Facial Expressions (total 7)

Video

Photo Masked

Photo Masked Photo Masked



Step 3: Convert to Statistical Embeddings

136 x 11 = 1496 features

Video



Step 4: Apply PCA

Down to 11 features!

Video



Audio

Step 1: Extract audio from 

video

Step 2: Extract denoised 

audio

• Using moviepy.editor

• Saving as wav files

• Using noisereduce

• Saving as new wav files

Noise and Denoised audio waveforms of a User



Step 3: Extract audio features 

• Using librosa and parselmouth

• Total 18 features of varying dimensions

• Get the mean value for each dimension

• Normalize and save in a df

Audio

Features for Noise waveforms Features for De-noised waveforms



Audio

Step 4: Dimensionality 

Reduction

• Using PCA

• Normalize the values

• Save the new df along with 

truth labels.

shape: 14 x 205



Input Modalities
Transcript: Aunty chooha!



ML Methodology



Our model
Support Vector Classifier

Random Forest Classifier

Late Fusion technique

• Support vectors - similar expression/audio features

• Based on statistical embeddings

• Works well for small sample size

• Avoids overfitting

• Gaze and text have limited domain/vocabulary

• Averages the output probabilities from every modality

• Different human behaviours are captured across each modality.



Challenges faced:
Challenge: Bag of Lies (primary dataset) was made accessible in March

Solution: Worked with Court Trial dataset for initial feature extraction

Challenge: CUDA compatibility issues + server crashes

Solution: Re-installed our operating systems

Challenge: Limited number of samples in dataset for applying NN/LSTM

Solution: Used other classifiers with similar baseline performance



Results

Different models tried with different modalities 



Results





Set A - LOGOCV Accuracy

Set B - LOGOCV Balanced Accuracy

• Highest accuracy: 66.14% (Gaze)

• On par with other research

• Does not use expensive equipments

• 40-60 class imbalance

• Highest accuracy: 69.53%

• No literature data available on Set B

Results

Bag-of-Lies 11-fold accuracy 

without EEG (Set A): 64.69%



In Plaksha
To check for Academic disintegrity

Can be used by the Disciplinary committee To detect Substance consumption by students



Thank You :)
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